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## Abstract

In this lecture we look at some mathematical structures which will lead us to the definition of coherent states, in the general setting that we shall adopt. The definition will be broad enough to encompass all the different types of CS appearing in the physical and mathematical literature. Further generalizations, while possible and sometimes useful, will not be considered here.
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## Positive operator-valued measures and frames

There are a few mathematical structures that are relevant to the study of coherent states. We proceed to look at these now. Some of these structures, e.g., frames and reproducing kernels and positive operator-valued measures have applications in many other areas of mathematics and physics as well, foremost among them being signal analysis and image processing.
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There are a few mathematical structures that are relevant to the study of coherent states. We proceed to look at these now. Some of these structures, e.g., frames and reproducing kernels and positive operator-valued measures have applications in many other areas of mathematics and physics as well, foremost among them being signal analysis and image processing.
The canonical CS, that we just studied, were essentially a family of vectors in a Hilbert space, which satisfied a resolution of the identity and defined a POV measure. This fact turns out to be the mathematical property, crucial to any generalization of the concept. We start out, therefore, with a fairly rigorous treatment of positive operator valued measures and frames and reproducing kernels in that setting.
As before, let $\mathfrak{H}$ be a separable, complex Hilbert space, $\mathcal{L}(\mathfrak{H})$ the set of all bounded, linear operators on $\mathfrak{H}$ and $\mathcal{L}(\mathfrak{H})^{+}$its subset of positive elements. Note that $A \in \mathcal{L}(\mathfrak{H})^{+}$iff $A$ is self-adjoint and $\langle\phi \mid A \phi\rangle \geq 0, \forall \phi \in \mathfrak{H}$. In particular, $A=P$ is an (orthogonal) projection operator iff $P=P^{*}=P^{2}$.
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These numbers, which satisfy $0<\mathrm{m}(A) \leq \mathrm{M}(A)<\infty$, are usually called the frame bounds.
All this takes a more familiar shape if the space $X$ is discrete, with $\nu$ a counting measure. Indeed the frame relation relation then reads:

$$
A=\sum_{i=1}^{n} \sum_{x \in X}\left|\eta_{x}^{i}\right\rangle\left\langle\eta_{x}^{i}\right|,
$$

and the frame is discrete.
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This minimal extension is unique up to unitary equivalence.
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\boldsymbol{\xi}_{x}^{i}(y):=\left(W \eta_{x}^{i}\right)(y)=\left(\begin{array}{c}
\xi_{x}^{i 1}(y) \\
\xi_{x}^{i 2}(y) \\
\vdots \\
\xi_{x}^{i n}(y)
\end{array}\right) \in \mathbb{C}^{n}, \quad y \in X, \quad i=1,2, \ldots, n,
$$

with

$$
\xi_{x}^{i j}(y)=\left\langle\xi_{y}^{j} \mid \xi_{x}^{i}\right\rangle, \mid \quad i, j=1,2, \ldots, n .
$$

## The canonical isometry

In other words, as the name implies, $y \mapsto \boldsymbol{\xi}_{x}^{i}(y), y \in X$, is an $n$-vector valued function on $X$, which are well-defined for all $y \in X$. The reason for the subscript $K$ in $\mathfrak{H}_{K}$ will soon be clarified.

## The canonical isometry

In other words, as the name implies, $y \mapsto \boldsymbol{\xi}_{x}^{i}(y), y \in X$, is an $n$-vector valued function on $X$, which are well-defined for all $y \in X$. The reason for the subscript $K$ in $\mathfrak{H}_{K}$ will soon be clarified.
If we denote by $\mathbb{P}_{K}$ the projection operator, $\mathbb{P}_{K} \widetilde{\mathfrak{H}}=\mathfrak{H}_{K}$, then in view of the fact that $W$ is an isometry, we have the resolution of the identity on $\mathfrak{H}_{K}$

$$
\sum_{i=1}^{n} \int_{X}\left|\xi_{x}^{i}\right\rangle\left\langle\xi_{x}^{i}\right| d \nu(x)=I_{\mathfrak{H}_{K}}=\mathbb{P}_{K}
$$

and the corresponding normalized POV measure on $\mathfrak{H}_{K}$,

$$
a_{K}(\Delta):=W a(\Delta) W^{-1}=\sum_{i=1}^{n} \int_{\Delta}\left|\xi_{x}^{i}\right\rangle\left\langle\xi_{x}^{i}\right| d \nu(x), \quad \Delta \in \mathcal{B}(X)
$$

## The canonical isometry

In other words, as the name implies, $y \mapsto \boldsymbol{\xi}_{x}^{i}(y), y \in X$, is an $n$-vector valued function on $X$, which are well-defined for all $y \in X$. The reason for the subscript $K$ in $\mathfrak{H}_{K}$ will soon be clarified.
If we denote by $\mathbb{P}_{K}$ the projection operator, $\mathbb{P}_{K} \widetilde{\mathfrak{H}}=\mathfrak{H}_{K}$, then in view of the fact that $W$ is an isometry, we have the resolution of the identity on $\mathfrak{H}_{K}$

$$
\sum_{i=1}^{n} \int_{X}\left|\xi_{x}^{i}\right\rangle\left\langle\xi_{x}^{i}\right| d \nu(x)=I_{\mathfrak{H}_{K}}=\mathbb{P}_{K}
$$

and the corresponding normalized POV measure on $\mathfrak{H}_{K}$,

$$
a_{K}(\Delta):=W a(\Delta) W^{-1}=\sum_{i=1}^{n} \int_{\Delta}\left|\xi_{x}^{i}\right\rangle\left\langle\xi_{x}^{i}\right| d \nu(x), \quad \Delta \in \mathcal{B}(X)
$$

Thus, a family of vector CS can always be written as a set of everywhere defined, bounded vector-valued functions. Boundedness follows from

$$
\left|\xi_{x}^{i j}(y)\right|=\left|\left\langle\boldsymbol{\xi}_{y}^{j} \mid \boldsymbol{\xi}_{x}^{i}\right\rangle\right| \leq\left\|\boldsymbol{\xi}_{y}^{j}\right\|\left\|\dot{\boldsymbol{\xi}}_{x}^{i}\right\|
$$

## Reproducing kernels

## The Hilbert space

$$
\mathfrak{H}_{K}=W_{\mathfrak{H}}=\mathbb{P}_{K} \tilde{\mathfrak{H}}=\mathbb{P}_{K}\left[\mathbb{C}^{n} \otimes L^{2}(X, d \nu)\right]
$$

is a reproducing kernel Hilbert space.

## Reproducing kernels

## The Hilbert space

$$
\mathfrak{H}_{K}=W_{\mathfrak{H}}=\mathbb{P}_{K} \tilde{\mathfrak{H}}=\mathbb{P}_{K}\left[\mathbb{C}^{n} \otimes L^{2}(X, d \nu)\right]
$$

is a reproducing kernel Hilbert space.
Indeed, consider the $n \times n$-matrix valued function K on $X \times X$, with matrix elements

$$
K_{i j}(x, y)=\left\langle\xi_{x}^{i} \mid \xi_{y}^{j}\right\rangle=\left\langle\eta_{x}^{i} \mid \eta_{y}^{j}\right\rangle .
$$

## Reproducing kernels

The Hilbert space

$$
\mathfrak{H}_{K}=W_{\mathfrak{H}}=\mathbb{P}_{K} \tilde{\mathfrak{H}}=\mathbb{P}_{K}\left[\mathbb{C}^{n} \otimes L^{2}(X, d \nu)\right]
$$

is a reproducing kernel Hilbert space.
Indeed, consider the $n \times n$-matrix valued function K on $X \times X$, with matrix elements

$$
K_{i j}(x, y)=\left\langle\xi_{x}^{i} \mid \xi_{y}^{j}\right\rangle=\left\langle\eta_{x}^{i} \mid \eta_{y}^{j}\right\rangle .
$$

This function defines a positive definite kernel, satisfying

$$
K_{i j}(x, y)=\overline{K_{j i}(y, x)}, \quad K_{i i}(x, x)>0 .
$$

and, in view of the resolution of the identity, the reproducing property

## Reproducing kernels

The Hilbert space

$$
\mathfrak{H}_{K}=W_{\mathfrak{H}}=\mathbb{P}_{K} \tilde{\mathfrak{H}}=\mathbb{P}_{K}\left[\mathbb{C}^{n} \otimes L^{2}(X, d \nu)\right]
$$

is a reproducing kernel Hilbert space.
Indeed, consider the $n \times n$-matrix valued function K on $X \times X$, with matrix elements

$$
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This function defines a positive definite kernel, satisfying
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K_{i j}(x, y)=\overline{K_{j i}(y, x)}, \quad K_{i i}(x, x)>0 .
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and, in view of the resolution of the identity, the reproducing property

$$
\int_{X} \mathbf{K}(x, z) \mathbf{K}(z, y) d \nu(z)=\mathbf{K}(x, y)
$$

(matrix multiplication being implied in the integrand.)
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Moreover, the above relation also implies that if $\Phi \in \mathfrak{H}_{K}$, then
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It ought to be stressed that the above relation holds for all $x \in X$ and not just up to a set of measure zero. Indeed, the functions in $\mathfrak{H}_{K}$, as stressed earlier, are well defined for all $x \in X$.
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Alternatively, we may write,

$$
\mathbf{K}(x, y)=\sum_{n=1}^{d} \boldsymbol{\Psi}_{n}(x) \boldsymbol{\Psi}_{n}(y)^{\dagger}
$$

Since the choice of the orthonormal basis was arbitrary, this representation of the reproducing kernel is independent of the basis.
Furthermore, it is easy to see from the above equation that the inequality

$$
\sum_{n=1}^{d}\left|\Psi_{n}^{i}(x)\right|^{2}<\infty
$$

holds for each $i=1,2, \ldots, N$ and all $x \in \mathbb{D}$. In fact this condition on the basis vectors is sufficient to guarantee the existence of a reproducing kernel.
It also follows from this inequality that the elements of $\mathfrak{H}_{K}$ are functions which are everywhere well defined.
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(note $\Phi^{i}$ denotes the $i$-th component of $\Phi=W \phi$ ). Thus,

$$
\left|\Phi^{i}(x)\right| \leq\left\|\eta_{x}^{i}\right\|\|\phi\|, \quad i=1,2, \ldots, n
$$

implying that

$$
\|\Phi(x)\|_{\mathbb{C}^{n}}^{2}=\sum_{i=1}^{N}\left|\Phi^{i}(x)\right|^{2} \leq\left[\sum_{i=1}^{N}\left\|\eta_{x}^{i}\right\|_{\mathfrak{H}}^{2}\right]\|\phi\|_{\mathfrak{H}}^{2}
$$

## Evaluation maps

Recall that the unitary map $W: \mathfrak{H} \longrightarrow \mathfrak{H}_{K}$ is defined as,

$$
(W \phi)^{i}(x):=\Phi^{i}(x)=\left\langle\eta_{x}^{i} \mid \phi\right\rangle, \quad \phi \in \mathfrak{H},
$$

(note $\Phi^{i}$ denotes the $i$-th component of $\Phi=W \phi$ ). Thus,

$$
\left|\Phi^{i}(x)\right| \leq\left\|\eta_{x}^{i}\right\|\|\phi\|, \quad i=1,2, \ldots, n
$$

implying that

$$
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But $\left\|\eta_{x}^{i}\right\|_{\mathfrak{H}}^{2}=\left\|\boldsymbol{\xi}_{x}^{i}\right\|_{\mathfrak{H}_{K}}^{2}=K_{i i}(x, x)$ and $\|\phi\|_{\mathfrak{H}^{2}}^{2}=\|\Phi\|_{\mathfrak{H}_{K}}^{2}$, so that
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This is the statement that for each $x \in X$, the evaluation map

$$
E_{x}: \mathfrak{H}_{K} \longrightarrow \mathbb{C}^{n}, \quad E_{x}(\Phi)=\Phi(x),
$$

is continuous.
Thus, the reproducing kernel Hilbert space $\mathfrak{H}_{K}$ is a space in which the evaluation map is continuous at each point.
Indeed, continuity of the evaluation map guarantees the existence of coherent states and a reproducing kernel.
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## What we shall call coherent states

To recall, in our way of looking at coherent states:

1. Coherent states, or more generally vector coherent states, are elements of a an exact frame in a Hilbert space.
2. They satisfy a resolution of the identity on this Hilbert space, i.e., they form an overcomplete set.
3. They allow this Hilbert space to be mapped unitarily and canonically to a Hilbert space of vector valued functions, defined by a reproducing kernel.
4. Functions in this reproducing kernel Hilbert space are pointwise well-defined and the corresponding evaluation map is continuuous.
5. The vectors $\boldsymbol{\xi}_{x}^{i}$ or $\eta_{X}^{i}$, as defined here, are not necessarily normalized. However, physical coherent states will always be normalized, i.e., physically, we shall work with the vectors $\boldsymbol{\xi}_{x}^{i} /\left\|\boldsymbol{\xi}_{x}^{i}\right\|$ or $\eta_{x}^{i} /\left\|\eta_{x}^{i}\right\|$.
