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We develop an upper and lower solution method for second

order boundary value problems for nonlinear delay differen-

tial equations on an infinite interval. Sufficient conditions are

imposed on the nonlinear term which guarantee the existence

of a solution between a pair of lower and upper solutions, and

triple solutions between two pairs of upper and lower solu-

tions. An extra feature of our existence theory is that the

obtained solutions may be unbounded. Two examples which

show how easily our existence theory can be applied in prac-

tice are also illustrated.
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Differential equations in which the derivative of the un-

known function at a certain time is given in terms of the val-

ues of the function at previous times are called Delay Differential

Equations. For example,

x′(t) = f(t, x(t), x(g(t))),

where g(t) ≤ t. The function g(t) can be as simple as g(t) = t−τ

where τ is a positive constant, or a complicated mathematical

expression.
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Delay differential equations occur in a variety of real world

applications:

Biological (population) Modelling

Control of Mechanical Systems

Economics
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Epidemiology

Feedback Problems

Signal Processing

Neural Networks

Number Theory

Physiology
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In the last 50 years qualitative properties such as asymp-

totic behavior, boundedness, oscillatory behavior, stability,
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etc. of solutions of delay differential equations have been stud-

ied extensively.

Equation x′′ − x = 0 has no oscillatory solutions, however,

the delay equation x′′ − x(t − π) = 0 has an oscillatory solu-

tion x(t) = sin t. Thus often the nature of solutions of delay

differential equations is different from the corresponding or-

dinary differential equations. This makes the study of delay

differential equations different and more interesting.
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The study of boundary value problems for second order de-

lay differential equations was initiated in the following works:

G.A. Kamenskii, Boundary value problems for nonlinear
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(Russian), Trudy Sem. Teor. Diff. Urav. Otklon Arg., 1(1962), 47–

51.
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Trudy Sem. Teor. Diff. Urav. Otklon Arg., 4(1967), 274–277.
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L.H. Erbe and Q. Kong, Boundary value problems for singu-

lar second–order functional differential equations, J. Comput.

Math. Appl., 53(1994), 377–388.

We notice that the numerical computation of boundary

value problems for delay equations require extra work. In

fact, for simple boundary value problem

x′′ = x(t2), x(0) = 1, x(1) = 0
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A standard finite difference scheme (consider t0 = 0, t1 = 1/4, t2 =

2/4, t3 = 3/4, t4 = 1) gives

xi+1 − 2xi + xi−1 = h2x(t2i ), i = 1, 2, 3.

Note that t21 and t23 are not the grid points, and hence x(t21)

and x(t23) have to be approximated in terms of the known x(ti).

But this destroys the beautiful bend structure (tridiagonal

matrices) which we get in the case of ordinary differential

equations.
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R.K. Jain and R.P. Agarwal, Finite difference method for
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ematical and Physical Sciences 7(1973), 301–306.
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12(1986), 1143–1153.
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Third order boundary value problems for delay differential

equations have been studied in
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P. Ch. Tsamatos, Third order boundary value problems for

differential equations with deviating arguments, in Boundary

Value Problems for Functional Differential Equations, edited by J.

Henderson, World Scientific, Singapore, 1995, 277–287.

Earlier papers dealing with higher order boundary value

problems involving delay differential equations are
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J. Math., 12 (1982), 627–633.
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R.P. Agarwal and Q. Sheng, Right focal point boundary

value problems for functional– differential equations, in Bound-

ary Value Problems for Functional Differential Equations, edited by

J. Henderson, World Scientific, Singapore, 1995, 1–11.

D. Taunton, Multipoint boundary value problems for func-

tional differential equations, in Boundary Value Problems for Func-

tional Differential Equations, edited by J. Henderson, World Sci-

entific, Singapore, 1995, 269–276.
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P.W. Eloe, J. Henderson and D. Taunton, Multipoint bound-

ary value problems for functional–differential equations, Panamer.

Math. J., 5(1995), 63–74.

Most of the above works deal with boundary value problems

over finite intervals. For infinite interval problems there have

been some existence results for the bounded solutions
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C. Bai and J. Fang, On positive solutions of boundary value

problems for second–order functional differential equations on

infinite intervals, J. Math. Anal. Appl., 282(2003), 711–731.

K.G. Mavridis, C.G. Philos and P.Ch. Tsamatos, Existence

of solutions of a boundary value problem on the half–line

to second order nonlinear delay differential equations, Arch.

Math., 86(2006), 163–175.

C.G. Philos, Positive solutions to a higher–order nonlinear

delay boundary value problem on the half line, Bull. London
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Math. Soc., 41(2009), 872–884.

While in recent years the existence of unbounded solutions

for boundary value problems over infinite intervals involv-

ing ordinary differential equations has been studied in sev-

eral publications, for delay differential equations not much is

known.

Y. Wei, Existence and uniqueness of solutions for a second–

order delay differential equation boundary value problem on
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the half–line, Bound. Value Probl., 2008(2008), doi:10.1155/

2008/752827.

In this lecture, we consider the existence of solutions to sec-

ond order differential equations on a half–line with deviating

arguments

−u′′(t) = q(t)f(t, u(t), u(t− τ1(t)), · · · , u(t− τn(t)), u
′(t)), 0 < t < ∞

(1)
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where

q : (0,∞) → (0,∞);

f : [0,∞)× IRn+2 → IR;

τi (i = 1, 2, · · · , n) : [0,∞) → [0,∞) are continuous.

In what follows, we always assume that

lim
t→∞

(t− τi(t)) = ∞, i = 1, 2, · · · , n

and define the positive real number τ as

τ = − min
1≤i≤n

min
t≥0

(t− τi(t)).
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We seek the solutions u of (1) which satisfy the boundary

conditions







u(t)− au′(t) = φ(t), − τ ≤ t ≤ 0

u′(∞) = C
(2)

where φ : [−τ, 0] → IR is continuous, a > 0, C ∈ IR, u′(∞) =

limt→∞ u′(t).

For convenience, we use the following symbol

[u(t)] = (u(t), u(t− τ1(t)), · · · , u(t− τn(t))),
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so that the equation (1) can be written as

−u′′(t) = q(t)f(t, [u(t)], u′(t)), t ∈ (0,∞). (3)

Definition 1. A function α(t) ∈ C1[−τ,∞) ∩ C2(0,∞) will be

called a lower solution of (1), (2) provided


















−α′′(t) ≤ q(t)f(t, [α(t)], α′(t)), 0 < t < ∞
α(t)− aα′(t) ≤ φ(t), − τ ≤ t ≤ 0,
α′(∞) < C.

(4)

An upper solution β(t) of (1), (2) is defined by reversing the

inequities in (4). Furthermore, if all inequalities are strict, it

will be called a strict lower or upper solution.
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Definition 2. Let α, β be lower and upper solutions for the

problem (1),(2) satisfying α(t) ≤ β(t) on [−τ,∞). We say f

satisfies a Nagumo condition with respect to α and β if there

exist positive functions ψ and h ∈ C[0,∞) such that

|f(t, u0, u1, · · · , un+1)| ≤ ψ(t)h(|un+1|), 0 < t <∞, (5)

for all (u0, u1, · · · , un+1) ∈ [α(t), β(t)] × [α(t − τ1(t)), β(t − τ1(t))] ×

· · · × [α(t− τn(t)), β(t− τn(t))]×R and

∫ ∞

0
q(s)ψ(s)ds < ∞,

∫ ∞ s

h(s)
ds = ∞.
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Lemma 1. Let e ∈ L1[0,∞). Then the boundary value prob-

lem


















−u′′(t) = e(t), 0 < t <∞
u(t)− au′(t) = φ(t), − τ ≤ t ≤ 0

u′(∞) = C

(6)

has a unique solution which can be expressed as

u(t) =











































(

φ(0) + aC + a
∫ ∞

0
e(s)ds

)

et/a

+
1

a

∫ 0

t
e(t−s)/aφ(s)ds, − τ ≤ t < 0

φ(0) + aC + Ct+
∫ ∞

0
G(t, s)e(s)ds, 0 ≤ t <∞
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where

G(t, s) =







a+ s, o ≤ s ≤ t <∞
a+ t, 0 ≤ t ≤ s <∞.

(7)

Remark 1. G(t, s) defined in (7) is the Green’s function of

the problem







−u′′(t) = 0, 0 < t <∞
u(0)− au′(0) = 0, u′(∞) = 0.

Consider the space X defined by

X =
{

u ∈ C1[−τ,∞), lim
t→∞

u′(t) exists
}

(8)
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with the norm

‖u‖ = max {‖u‖0, ‖u‖1, ‖u′‖∞} ,

where

‖u‖0 = max
t∈[−τ,0]

|u(t)|

‖u‖1 = sup
t∈[0,∞)

∣

∣

∣

∣

∣

∣

u(t)

1 + t

∣

∣

∣

∣

∣

∣

‖u′‖∞ = sup
t∈[−τ,∞)

|u′(t)|.

It is clear that (X, ‖ · ‖) is a Banach space.
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Let the functions ℓ(t) and Ḡ(t, s) be defined as follows

ℓ(t) =



















(φ(0) + aC)et/a +
1

a

∫ 0

t
e(t−s)/a)φ(s)ds, − τ ≤ t < 0

φ(0) + aC + Ct, 0 ≤ t <∞.

Ḡ(t, s) =











aet/a, − τ ≤ t < 0

G(t, s), 0 ≤ t <∞.

For each u ∈ X, define the mapping T by

Tu(t) = ℓ(t) +
∫ ∞

0
Ḡ(t, s)q(s)f(s, [u(s)], u′(s))ds. (9)

Lemma 2. The mapping T defined in (9) has the following

properties
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1. If t ∈ [−τ, 0], Tu(t)− a(Tu)′(t) = φ(t).

2. Tu(t) is continuously differentiable on [−τ,∞).

3. −(Tu)′′(t) = f(t, [u(t)], u′(t)), t ∈ (0,∞).

4. Fixed points of T are solutions of (1), (2).

We will use the Schäuder fixed point theorem to obtain a

fixed point of the mapping T . To show the mapping is com-

pact, the following generalized Arezà-Ascoli lemma (see R.P.

Agarwal and D. O’Regan, Infinite Interval Problems for Dif-

ferential, Difference and Integral Equations, Kluwer Academic
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Publishers, Dordrecht, 2001) will be used.

Lemma 3. M ⊂ X is relatively compact if the following

conditions hold

1. all functions from M are uniformly bounded;

2. all functions fromM are equi–continuous on any compact

interval of [−τ,+∞);

3. all functions from M are euqi–convergent at infinity, that

is, for any given ǫ > 0, there exists a T = T (ǫ) > 0 such that for
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any u ∈M , it holds
∣

∣

∣

∣

∣

∣

u(t)

1 + t
− u(∞)

1 + t

∣

∣

∣

∣

∣

∣

< ǫ, and |u′(t)− u′(∞)| < ǫ, t > T.

Main Lemma 4. Suppose the following conditions hold

H1 Boundary value problem (1), (2) has a pair of upper

and lower solutions β, α in X with α(t) ≤ β(t) on [−τ,∞) and

f satisfies Nagumo condiiton with respect to α and β.

H2 There exists a constant γ > 1 such that

sup
0≤t<∞

(1 + t)γq(t)ψ(t) < ∞,
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where ψ is the function in Nagumo condition of f.

Then there exists a constant R > 0 such that every solution

u of (1), (2) with α(t) ≤ u ≤ β(t) on [−τ,∞) satisfies ‖u′‖ ≤ R.

(Proof 2 pages)

Remark 2. A similar proof as of Lemma 4 shows that

|β ′(t)| ≤ R and |α′(t)| ≤ R.

Main Theorem 1. Suppose conditions H1 and H2 hold.

Further suppose that
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H3 For any fixed t ∈ (0,∞), u0, un+1 ∈ IR, when α(t− τi(t)) ≤

ui ≤ β(t− τi(t)), i = 1, 2, · · ·n
f(t, u0, u1, · · · , α(t− τi(t)), · · · , un, un+1)

≤ f(t, u0, u1, · · · , ui, · · · , un, un+1)

≤ f(t, u0, u1, · · · , β(t− τi(t)), · · · , un, un+1).

Then the problem (1), (2) has at least one solution u ∈ C1[−τ,∞)∩

C2(0,∞) satisfying

α(t) ≤ u(t) ≤ β(t), and |u′(t)| ≤ R, t ∈ [−τ,∞).

Proof. Let R be as in Lemma 4. Define the auxiliary func-

40



tions F0, F1 : [0,∞)× IRn+2 → IR as follows

F0(t, u0, u1, · · · , un+1)

=



















































f(t, β, ũ1, · · · , ũn, un+1)−
u0 − β

1 + |u0 − β| , u0 > β(t)

f(t, u0, ũ1, · · · , ũn, un+1), α(t) ≤ u0 ≤ β(t)

f(t, α, ũ1, · · · , ũn, un+1) +
u0 − α

1 + |u0 − α| , u0 < α(t)
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and

F1(t, u0, u1, · · · , un, un+1)

=































F0(t, u0, · · · , un, R), un+1 > R

F0(t, u0, · · · , un, un+1), −R ≤ un+1 ≤ R

F0(t, u0, · · · , un,−R), un+1 < −R
where

ũi =



















β, ui > β(t− τi(t))
ui, α(t− τi(t)) ≤ ui ≤ β(t− τi(t))

α, ui < α(t− τi(t)).

Now consider the modified boundary value problem

−u′′(t) = q(t)F1(t, [u(t)], u
′(t)), t ∈ (0,∞) (10)
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together with boundary conditions (2).

Now all we need to show that the problem (10), (2) has at

least one solution u satisfying

α(t) ≤ u(t) ≤ β(t) and |u′(t)| ≤ R, t ∈ [−τ,∞). (11)

For this we need to prove the following steps:

1. Every solution u of the problem (10), (2) satisfies (11).

(Proof 2 pages)

2. Problem (10), (2) has a solution u. For this we define an
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operator T1 : X → X by

T1u(t) = ℓ(t) +
∫ ∞

0
Ḡ(t, s)q(s)F1(s, [u(s)], u

′(s))ds

and show

(a) T1 : X → X is well defined. (Proof 1 page)

(b) T1 : X → X is completely continuous. (Proof 1 page)

(c) T1 : X → X is compact. (Proof 2 pages)

(d) Use Schäuder fixed point theorem to show

that T1 : X → X has at least one fixed point. (Proof
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1/2 page)

Main Theorem 2. Suppose that the following condition

holds

H4 Problem (1), (2) has two pairs of upper and lower solu-

tions βj, αj , j = 1, 2 in X with α2, β1 strict and

α1(t) ≤ α2(t) ≤ β2(t), α1(t) ≤ β1(t) ≤ β2(t), α2(t) 6≤ β1(t)

on [−τ,∞), and f satisfies Nagumo condition with respect to

α1 and β2.

45



Suppose further that conditions H2 and H3 hold with α, β

replaced by α1, β2 respectively.

Then the problem (1), (2) has at least three solutions u1, u2

and u3 satisfying

αj(t) ≤ uj(t) ≤ βj(t), j = 1, 2, u3(t) 6≤ β1(t)

and u3(t) 6≥ α2(t), t ∈ [−τ,∞).

Proof. Define the truncated function F2, the same as F1

in Theorem 1 with α, β replaced by α1 and β2 respectively.
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Consider the modified differential equation

−u′′(t) = q(t)F2(t, [u(t)], u
′(t)), 0 < t <∞. (12)

It suffices to show that the problem (12), (2) has at least three

solutions. For this we define a mapping T2 : X → X as follows

T2u(t) = ℓ(t) +
∫ ∞

0
Ḡ(t, s)q(s)F2(s, [u(s)], u

′(s))ds.

Again as in Theorem 1, T2 is completely continuous. Rest of

the proof (2 pages) uses degree theory

Remark 2. The existence and multiplicity results can be
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generalized to the boundary value problem for nth–order delay

differential equations on an half–line.


































































−u(n)(t) = q(t)f(t, [u(t)], [u′(t)], · · · , [u(n−2)(t)], u(n−1)(t)), 0 < t <∞

u(t) = φ(t), t ∈ [−τ, 0)

u(i)(0) = Ai, i = 0, 1, 2, · · · , n− 3

u(n−2)(0)− au(n−1)(0) = B

u(n−1)(∞) = B

where [u(i)(t)] = (u(i)(t), u(i)(gi,1(t)), · · · , u(i)(gi,mi
(t))), i = 0, 1, · · · , n−

2 withmi some nonnegative integers, φ(0) = A0, Ai (i = 0, 1, · · · , n−
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3), B, C ∈ IR and a ≥ 0.

Example 1. Consider the boundary value problem







































u′′(t)− u′(t) + 1

(1 + t)4

(

arctanu(t) + u2(t− 1) +
√

|u(t/2)|
)

= 0, 0 < t <∞

3u(t)− u′(t) = 4, t ∈ [−1, 0]

u′(∞) = 0.
(13)

Clearly, (13) is a particular case of the problem (1), (2) with

q(t) =
1

(1 + t)2
, τ1(t) = 1, τ2(t) = t/2,
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f(t, [u(t)], u′(t)) = − u′(t) + 1

(1 + t)2

(

arctanu(t) + u2(t− 1) +
√

|u(t/2)|
)

,

a =
1

3
> 0, φ(t) =

4

3
, τ = 1 and C = 0.

Consider the upper and lower solutions of (13) given by

β(t) = t+
8

3
and α(t) = −t,

respectively. Clearly, f is continuous and satisfies the Nagumo

condition with respect to α and β, that is, when t ∈ [0,∞), −t ≤

u0 ≤ t + 8/3, − t + 1 ≤ u1 ≤ t + 5/3, − t/2 ≤ u2 ≤ t/2 + 8/3 and
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u3 ∈ IR, it follows that

|f(t, u0, u1, u2, u3)|

=

∣

∣

∣

∣

∣

∣

arctanu0 + u21 +
√

|u2|
(1 + t)2

(u3 + 1)

∣

∣

∣

∣

∣

∣

=





| arctanu0|+ sup
t∈[0,∞)

(

t+ 5
3

)2

(1 + t)2
+ sup

t∈[0,∞)

√

t
2 +

8
3

(1 + t)2





 (|u3|+ 1)

= 6|u3|+ 6.

Now set h(s) = 6s+ 6 and choose 1 < γ ≤ 2 to verify that

∫ ∞

0

1

(1 + t)2
dt = 1 <∞,
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sup
t∈[0,∞)

(1 + t)γ
1

(1 + t)2
= sup

t∈[0,∞)

1

(1 + t)2−γ
≤ 1 <∞,

∫ ∞ s

h(s)
ds =

∫ ∞ s

6s+ 6
ds = ∞.

Therefore, in view of Theorem 1, there is a nontrivial solution

u of the problem (13).
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Example 2. Consider the boundary value problem


















































u′′(t)− 5e−t+1 3

√

u′(t)(3u′(t)− 1)(u′(t) + 1)u2(t− 1)− 2u′(t)− 1

(1 + t)2
= 0,

0 < t <∞

u(t)− 3u′(t) = t2 + 2t+ 1, t ∈ [−1, 0]

u′(+∞) = 1
2 .

(14)

Clearly, (14) is a particular case of the problem (1), (2) with

q(t) =
1

(1 + t)2
, τ1(t) = 1,

f(t, [u(t)], u′(t)) = −5
(1 + t)2

et−1
3

√

3(u′(t))3 − 2(u′(t))2 − u′(t)u2(t−1)−2u′(t)+1,
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a = 3 > 0, φ(t) = t2 + 2t+ 1, and C =
1

2
.

We let

α1(t) = −t− 4, α2(t) =
t

3
, t ∈ [−1,+∞).

Then α1, α2 ∈ C2[0,+∞) and α′
1(t) = −1, α′′

1(t) = 0, α1(t − 1) =

−t− 3, α′
2(t) =

1
3 , α

′′
2(t) = 0, α2(t− 1) = t

3 − 1
3. Moreover, we have



























α′′
1(t) + q(t)f(t, [α1(t)], α

′
1(t)) = −−2− 1

(1 + t)2
> 0, t ∈ (0,+∞)

α1(t)− 3α′
1(t) = −t− 1 < φ(t), α′

1(+∞) = −1 <
1

2
.

54



and






























α′′
2(t) + q(t)f(t, [α2(t)], α

′
2(t)) = −

2
3
− 1

(1 + t)2
> 0, t ∈ (0,+∞)

α2(t)− 3α′
2(t) =

t

3
− 1 < φ(t), α′

2(+∞) =
1

3
<

1

2
.

Thus, α1 and α2 are strict lower solutions of (14).

Now we take

β1(t) =



























− t

4
+ 1, − 1 ≤ t ≤ 1,

3

4
t, t > 1.

β2(t) = t+ 4, t ∈ [−1,+∞).
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Then β1 ∈ C2[0, 1) ∪ C2(1,+∞), β2 ∈ C2[0,+∞) and














































































































β ′′
1 (t) + q(t)f(t, [β1(t)], β

′
1(t)) = −5 3

√
21

4et−1
+

3

2(1 + t)2
<

−10 3
√
21 + 3

8
< 0,

t ∈ (0, 1)

β ′′
1 (t) + q(t)f(t, [β1(t)], β

′
1(t)) = −5 3

√
105

4et−1
· β2

1(t− τ(t))−
1
2

(1 + t)2
< 0,

t ∈ (1,+∞)

β1(t)− 3β ′
1(t) = − t

4
+

5

4
> φ(t)

β ′
1(+∞) =

3

4
>

1

2
.
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and






























































β ′′
2 (t) + q(t)f(t, [β2(t)], β

′
2(t)) = −5 3

√
4

et−1
· β2

2(t− τ(t))− 1

(1 + t)2
< 0,

t ∈ (0,+∞)

β2(t)− 3β ′
2(t) = t+ 1 > φ(t),

β ′
2(+∞) = 1 >

1

2
.

Thus, β1 and β2 are strict upper solutions of problem (14).

Further, it follows that

α1(t) ≤ α2(t) ≤ β2(t), α1(t) ≤ β1(t) ≤ β2(t), α2(t) 6≤ β1(t), t ∈ [−1,+∞).

Moreover, for every (t, u1, u2) ∈ [0,+∞) × [−t − 4, t + 4] × IR, it
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follows that

|f(t, u1, u2)| =

∣

∣

∣

∣

∣

∣

5(1 + t)2

et−1
3

√

3u32 + 2u22 − u2 · u21 + 2u2 − 1

∣

∣

∣

∣

∣

∣

≤ sup
t∈[0,+∞)

5(1 + t)2(t+ 4)2

et−1
3

√

3|u2|3 + 2|u2|2 + |u2|+ 2|u2|+ 1

< 1622|u2|+ 811.

Now set h(s) = 1622s+ 811. Thus, all conditions of Theorem 2

are satisfied and therefore the problem (14) has at least three

solutions.
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